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The highlight

Matrix factorizations due to David Eisenbud are very classical in

singularity theory [Eisenbud 1980]. Module factorizations are their

natural extensions, and might be of general interest.
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Let S be a commutative ring, and ω ∈ S .

Definition (Eisenbud)

A matrix factorization of ω over S is a quadruple

X = (X 0,X 1; d0
X , d1

X ), where X i free S-modules of finite rank (or,

finitely generated projective S-modules), and d0
X : X 0 → X 1,

d1
X : X 1 → X 0 are homomorphisms satisfying

d1
X ◦ d0

X = ωIdX 0 and d0
X ◦ d1

X = ωIdX 1 .

It is visualized as the following diagram.

X 0
d0
X //

X 1

d1
X

oo
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1 In nice situation, rank(X 0) = rank(X 1). By choosing bases

for X i , we obtain a pair of square matrices D0 and D1, such

that

D1D0 = ωIn = D0D1.

This justifies the terminology.

2 When n = 1, a genuine factorization ω = D1D0 in S .

Therefore, matrix factorizations generalize element

factorizations.

3 Assume that ω = det(A) for some matrix A ∈ Mn(S). Then

we have a canonical matrix factorization

AAad = ωIn = AadA.
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Morphisms

A morphism (f 0, f 1) : X → Y between matrix factorizations is

given by the following commutative diagram.

X 0

f 0

��

d0
X //

X 1

f 1

��

d1
X

oo

Y 0
d0
Y //

Y 1

d1
Y

oo

We form the category MF(S ;ω); naturally an exact category in the

sense of Quillen.
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Null-homotopic morphisms

A morphism (f 0, f 1) : X → Y between matrix factorizations is

null-homotopic, if there are h0 : X 0 → Y 1 and h1 : X 1 → Y 0 such

that

f 0 = d1
Y ◦ h0 + h1 ◦ d0

X and f 1 = d0
Y ◦ h1 + h0 ◦ d1

X .

X 0

f 0

��

//

''

X 1

ww
f 1

��

oo

Y 0 //
Y 1

oo

Then we have the stable category MF(S ;ω); it is naturally

triangulated.
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Modulo ω

Set S = S/(ω). For each S-module M, set M = M/ωM.

Lemma (Eisenbud)

For a matrix factorization X = (X 0,X 1; d0
X , d1

X ), we have a

(periodic) complex of free S-modules:

· · · −→ X 0 −→ X 1 −→ X 0 −→

When ω is regular, the complex X
∗

is acyclic; moreover, its dual

HomS(X
∗
,S) is also acyclic.

Remark: Use the dual matrix factorization HomS(X , S).
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Gorenstein projective modules

Let R be any two-sided noetherian ring.

Definition (Auslander-Bridger)

A unbounded complex P∗ of finitely generated projective

R-modules is totally acyclic, if both P∗ and its dual HomR(P∗,R)

are acyclic.

A finitely generated R-module M is Gorenstein projective if there

exists a totally acyclic complex P∗ with Z 0(P∗) = M.

Remark: (1) also called modules of G-dimension zero by

Auslander-Bridger, maximal Cohen-Macaulay modules, totally

reflexive modules ...

(2) P∗ is called complete resolution of M; [Tate 1952]
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Let R be a commutative noetherian local ring. By a maximal

Cohen-Macaulay module M, we mean depth(M) = dim(R).

Theorem (Auslander-Bridger)

Let R be a commutative local Gorenstein ring. Then we have

R-Gproj = MCM(R).

The singularity category of a noetherian ring R is

Dsg(R) = Db(R-mod)/per(R) [Buchweitz 1986/Orlov 2004].

Theorem (Buchweitz)

The canonical triangle functor

R-Gproj −→ Dsg(R)

is fully faithful; if R is Gorenstein, it is an equivalence.

Xiao-Wu Chen, USTC An Introduction to Module Factorizations



The cokernel functor

Assume that ω is regular. Then we have the zeroth cokernel

functor

Cok0 : MF(S ;ω) −→ S-Gproj, X 7→ Cok(d0
X : X 0 → X 1).

Theorem (Eisenbud)

The zeroth cokernel functor induces a fully faithful triangle functor

MF(S ;ω)
∼−→ S-Gproj.

Moreover, if gl.dim(S) <∞, it is an equivalence.

This global version is due to Orlov.

Noncommutative version is due to Cassidy-Conner-Kirkman-Moore

and Mori-Ueyama.
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The main question

Question

What about the case gl.dim(S) =∞, with S (noncommutative)

complete intersections in mind? What about arbitrary Gorenstein

projective modules in the sense of Enochs-Jenda?

Eisenbud-Peeva’s work indicates that we should consider module

factorizations

X 0
d0
X //

X 1

d1
X

oo

with X 1 projective and X 0 ∈ MCM(S); implicitly called

generalized matrix factorizations.
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From Irena Peeva’s homepage:

2024/7/19 22:36 Irena

https://pi.math.cornell.edu/~irena/ 4/4

modules and Singularity Theory, Cluster Tilting, Hodge Theory, Khovanov-
Rozansky Homology, Moduli of Curves, Quiver and Group Representations,
Singularity Categories. Starting with Kapustin and Li, who followed an idea
of Kontsevich, physicists discovered amazing connections with String
Theory. Despite all this work on applications, progress on the structure of
minimal free resolutions over complete intersections was scant.

The condition of minimality is important. The mere existence of free
resolutions suffices for foundational issues such as the definition of Ext and
Tor, and there are various methods of producing resolutions uniformly (for
example, the Bar resolution). But without minimality, resolutions are not
unique, and the very uniformity of constructions like the Bar resolution
implies that they give little insight into the structure of the modules
resolved.

We focus on high syzygies, since there are examples, constructed by
Eisenbud, of minimal resolutions over complete intersections that have
intricate structure, but exhibit stable patterns when sufficiently truncated. As
mentioned above, in 1980 he described the minimal free resolutions of high
syzygies over a hypersurface. In 2000, Avramov and Buchweitz analyzed the
codimension 2 case. But the general case (of higher codimensions) has
remained elusive, even though non-minimal resolutions have been known
for over 45 years from the work of Shamash.

Eisenbud and I have wondered, for many years, how to describe the
eventual patterns in the minimal resolutions of modules over complete
intersections of higher codimension. With the theory developed in
        the research monograph   Minimal Free Resolutions over Complete
Intersections
        and the paper   Layered resolutions of Cohen-Macaulay modules
we believe we have found an answer.

For this purpose, we introduce a new concept of higher matrix factorization
(d,h) with respect to a regular sequence; this extends the theory of matrix
factorizations. We obtain the following results: Let S be a regular local ring
with infinite residue field k, and let I⊂ S be an ideal generated by a regular
sequence of length c. Let N be a finitely generated module over the
complete intersection R := S/I, and M be a sufficiently high syzygy of N over
R. We prove that there exists a minimal higher matrix factorization (d,h), with
respect to a generic choice of generators f1, ..., fc of I, such that M is its
higher matrix factorization module Coker(R⊗ d). We construct the minimal
free resolution of M over the complete intersection R. We also construct the
minimal free resolution of M over the regular local ring S.

Matrix factorizations provide a characterization of maximal Cohen-Macaulay
modules over a hypersurface. Our new concept of higher matrix
factorization provides a characterization of maximal Cohen-Macaulay
modules over a complete intersection.
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Let S be any commutative ring, ω ∈ S regular.

Definition

A module factorization of ω over S is a diagram

X 0
d0
X //

X 1

d1
X

oo

with X i arbitrary S-modules, satisfying d1
X ◦ d0

X = ωIdX 0 and

d0
X ◦ d1

X = ωIdX 1 . We form the abelian category F(S ;ω). Its full

subcategories

MF(S ;ω) ⊆ PF(S ;ω) ⊆ G0F(S ;ω) ⊆ GF(S ;ω)

Linear factorizations, Dyckerhoff-Murfet, also Bergh-Thompson.

Categorically, Ballard-Deliu-Favero-Isik-Katzarkov and

Bergh-Jorgensen.
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A new homotopy relation

Definition

A morphism (f 0, f 1) : X → Y between module factorizations is

p-null-homotopic, if there are h0 : X 0 → Y 1 and h1 : X 1 → Y 0

such that both factor through projective S-modules, and

f 0 = d1
Y ◦ h0 + h1 ◦ d0

X and f 1 = d0
Y ◦ h1 + h0 ◦ d1

X .

X 0

f 0

��

//

''

X 1

ww
f 1

��

oo

Y 0 //
Y 1

oo

We form the stable category F(S ;ω). It full subcategories

MF(S ;ω) ⊆ PF(S ;ω) ⊆ G0F(S ;ω) ⊆ GF(S ;ω)
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The stable category

Proposition

The category GF(S ;ω) is Frobenius, and thus GF(S ;ω) is

triangulated.

The proof: F(S ;ω) ' Γ-Mod for some matrix ring Γ, and

GF(S ;ω) ' Γ-GProj by C.-Ren on Frobenius functors.
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Let S be any (possibly noncommutative) ring, and ω ∈ S

regular (and normal).

Theorem

The zeroth cokernal functor induces a triangle equivalence

G0F(S ;ω)
∼−→ S-GProj,

which restricts to

PF(S ;ω)
∼−→ S-GProj<+∞,

RHS=the underlying S-module has finite projective dimension.

The proof: the hard part Cok0(X ) is Gorenstein projective over S .

Related: Bahlekeh-Fotouhi-Nateghi-Salarian a finite version

independently; Sun-Zhang on N-fold module factorizations.
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A recollement

Theorem

There is an explicit recollement

G0F(S ;ω) inc // GF(S ;ω)

incλww

incρ

gg
pr1 // S-GProj

θ1
ww

θ0

gg

Consequently, we have

GF(S ;ω)/{trivial module factorizations} ' S-GProj.
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An example

Let G be a finite group, p a prime number.

FpG -Mod // GF(ZG ; p)
ww

C̃ok
0

gg
pr1 // ZG -GProj

θ1
ww

θ0

gg

Remark: ZG -GProj=G -lattices.
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Thank you for your attention!
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http://home.ustc.edu.cn/∼xwchen
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